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Executive Summary  
This document reports the activities done by Textarossa partner CINI (UNIPISA), with reference to 
preliminary HDL design, verification and synthesis of accelerator IPs in WP2 for AI accelerator with 
mixed-precision arithmetic including the new format called Posit.  

The AI accelerator IP has been implemented in FPGA technology and can be integrated with RISC-V 
cores like Ariane RISC-V 64 bits. 

The AI accelerator IP is designed according to the specifications defined in D2.1 [1]. 
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1. Introduction 
This document D2.2 reports the activities done by Textarossa partner CINI (UNIPISA) in WP2.  

D2.2 deals with the preliminary HDL design, using SystemVerilog, verification and synthesis of 

accelerator IPs for AI acceleration. 

The main innovation is in the hardware support of a new arithmetic format called Posit, suitable for 

acceleration of DNN computation. 

The AI accelerator IP in Section 2 has been implemented in FPGA technology and it has been designed 

according to the specifications defined in D2.1. 

Furthermore, it has been verified that the AI accelerator IP can be integrated with RISC-V cores like 

Ariane RISC-V 64 bits. 

Please note that the theory of Posit arithmetic, the structure of Posit numbers and their benefits vs. 

classic integer and floating-point formats have been already discussed by us in published works such 

as [2, 3]. Therefore, the goal of this deliverable is on the design and verification of digital IPs supporting 

Posit. 

Conclusions are drawn in Section 3. 
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2. AI accelerator IP with Posits 
Goal of this work is to design and implement an AI accelerator exploiting Posit arithmetic as an 
extension of [4]. The Posit Processing Unit (hereafter called PPU) is capable of performing all 
arithmetic operations between posit numbers while being able, optionally (i.e. configurable at 
synthesis time) to perform conversion between binary32 (a.k.a IEEE754 32-bit floats) and posit 
numbers. 
 
The target PPU can be configured at synthesis time to produce a module with different configurations. 
Hereafter we list the configuration parameters for the PPU design: 
1. Number of posit bits (e.g. 16 bits) 
2. Number of posit exponent bits (e.g. 2 bits) 
3. Word size for the module interface (e.g. 32-bit or 64-bit) 
4. Posit to binary32 conversions enabled or not. 

 
The PPU was designed using a pipelined approach.  
There are 4 stages in the pipeline, with two of them reserved for the computational part: 
1. Extraction and decoding of the input operands (1 stage) 
2. Computation of the arithmetic operation (2 stages) 
3. Normalization and encoding of the output (1 stage) 
 
The top-level module is shown in the Figure 1 below and includes: 
- a PPU control unit which is a finite state machine that receives from the external IP of the 
processor core the clock, a data valid and the opcode of the type of operations to be implemented. 
- internal units for hardware implementation of add, sub, mul, inverse (via fast reciprocate algorithm) 
and division operations 

- extraction and normalization modules that manage the posit format with its constituents’ parts: sign, 
mantissa, regime and exponent 
 
Figure 2.1: The top-level module of the PPU 
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The PPU unit, with both functional RTL and synthetized gate-level netlists, was thoroughly tested 
against a golden model software posit library called CppPosit to check for implementation errors. We 
completely tested the PPU unit with the Posit16 and Posit8 configurations without errors both in 
Behavioral, Post-Synthesis and FPGA Post-Implementation evaluations. 
 
We synthesized the unit targeting different FPGA platforms with different posit configurations. Some 
synthesis results are reported in Tables below.  
Table 1 shows circuit complexity in terms of utilization (absolute value and %) of FPGA LUTs and 
registers for 3 different Xilinx FPGA devices and different configurations of Posits (with 16 and 8 bits). 
Table 2 shows speed results in terms of clock frequency for 3 different Xilinx FPGA devices and 
different configurations of Posits (with 16 and 8 bits). 
It is worth noting that Posit16 in literature [7] have been proved to be more effective, for DNN 
computation, than FP32 and that Posit8 in literature have been proved to be more effective than FP16. 

 
 
Table 1: Circuit complexity of the PPU in different Xilinx FPGAs 
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Table 2: Speed (frequency results) of the PPU synthesized in different Xilinx FPGAs 
 

Integration with RISC-V CPUs 

 
The integration within the RISC-V core (Ariane CVA6 code, [5, 6]) can be done using the possibility to 
customize the instruction set. 
The PPU can be integrated in two ways: 

- In addition to the Ariane integer ALU and Ariane FPU, in such case the optional FP32 to Posit 

conversion is not configured in the PPU;  

- In substitution to the Ariane FPU (and in addition to the Ariane ALU). In this case to have 

compatibility with flat numbers the optional FP32 to/from Posits of the PPU has to be 

integrated  
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3. Conclusions 
This document D2.2 has reported the activities done by Textarossa partner CINI (UNIPISA) in WP2.  

D2.2 has presented the preliminary HDL design, using SystemVerilog, verification and synthesis of 

accelerator IPs for AI acceleration. 

The main innovation is in the hardware support of a new arithmetic format called Posit, suitable for 

acceleration of DNN computation, via a unit called PPU. 

The PPU has been implemented in different Xilinx FPGA devices and it has been designed according 

to the specifications defined in D2.1, aiming to demonstrate its platform independency. Future activities 

will expand the implementation to other platforms (e.g. the ALVEO U280 platform also selected by 

other partners of the project). 

Furthermore, it has been verified that the AI accelerator IP can be integrated with RISC-V cores like 

Ariane RISC-V 64 bits. 
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